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The last decade has witnessed the development wf methodologies in molecular biology and
biochemistry which, together with the widespreadilability of computing power for fast calculati@md
graphics, have supported the striking growth ostalographic studies of biological relevance. Tdisge

in new methodologies experienced by macromoleculgstallography has been largely fuelled by
developments in structural genomics and by the s\@égharmaceutical industry. A key contribution to
such rapid growth was certainly provided by theéased access to synchrotron sources, which résalte
new ways of collecting X-ray diffraction data antlowed novel structure determination techniques,
otherwise not possible on conventional X-ray sosiré@pen access to synchrotron sources, together wit
the use of efficient X-ray detectors, is probalie tfundamental reason of the exponential growth of
structural biology studies during the last fiftegars.

The next paragraphs cover some general aspectssaledt recent advances in macromolecular
crystallography, focussing especially on synchmotiadiation applications.

1. Macromolecular crystals

Almost every week new three-dimensional structweproteins, nucleic acids, and their complexes
appear in the most important scientific journalse Tomplexity of such structures is steadily grayyvin
and their experimental resolution is often at atomeivel. These results provide one of the most
exciting and accurate tools for innovation in Eeences, particularly for applications in drugides
immunology, virology, and in enzymology [1-5]. Reot crystallography, which has a growing role in
the human genome project, is one of the most paolwéethniques in modern biology for three-
dimensional structure determination. However, it oaly be applied providing suitable crystals can b
obtained. The ability to produce suitable crystescurrently the major bottleneck to structure
determination.

1.1 Physical and chemical properties

A crystal of organic material (such as proteins,ADfdagments, tRNA molecules, viruses, etc) is a
three-dimensional periodic array of macromoleculesterms of crystal size bio-macromolecular
crystals are rather small, with volumes rarely exibeg 0.1 mm and crystal lattice periodicity often
>100 A. Macromolecular crystals show unique physicel chemical properties, among other crystals
in Nature. In particular, they display poor mecloahistability and a high solvent content. Both the
fragility of these crystals and their sensitivityegxternal conditions are related to the weak augons
between macromolecules in the crystal lattice, Wiaiee based mainly on hydrogen bonds and van der
Waals interactions. The energy responsible fortatyattice stabilization is very low (<10 kcal/mpl
typically lower than the energy required for prat&lding. Therefore, the lattice forces usuallyrdu
disrupt the overall conformation of the crystallizenacromolecules. This is a critical point since it
ensures that the three-dimensional structure ofaaromolecule in a crystalline environment is
identical to the structure of the same moleculgoiition.



The fragility of macromolecular crystals is algtated to their high solvent content (from 30%
to more than 80% v/v). In fact, to prevent crystacking or collapse due to dehydration, the ctysta
must be kept in a solvent saturated environmengé fAigh solvent content of the crystals has two
important and useful implications. Firstly, the m@oolecule concentration in the crystal is of the
same order of magnitude of that typical of cytoplEscompartments vivo (about 1G M). Secondly,
extended solvent channels (completely crossingctiystal volume and touching each crystallized
protein molecule) allow the efficient diffusion emall molecules within the crystals. The diffused
molecules can be either heavy atoms or other Igasdbstrates, inhibitors, cofactors, etc), thus
providing key information for structure determimatipurposes and for the mechanicistic descriptfon o
enzymatic reactions.

1.2 Crystal growth

Despite dramatic progress in macromolecular criggjephy research, crystallization remains a major
bottleneck in the structural characterization oftroaolecules. In fact, the methods used to produce
crystals have also evolved over the years as dtresuncreased understanding and advancing
technology, but crystallization strategies contitmée rooted in massive trial-and-error approa¢ées

8]. In general, it is common belief that insuffietgurity of the sample is the most probable canfse
unsuccessful crystallization. The sample qualityureements for protein crystallography are more
stringent than the requirements for most biochehtestis. To grow macromolecular crystals of good
quality the protein sample must be highly homogeseother compounds should be absent, all protein
molecules should have the same surface propeesiqularly for what concerns surface charge
distribution), and the same oligomerization state.

The fundamental task in protein crystallizatisiio create a solution supersaturated with protein
that will produce single, well-ordered crystals. felften than not, supersaturated solutions produce
precipitate or phase separation instead. There & priori theory for discerning which solutions will
produce crystals and which will produce precipit&e the crystallization process is separatedtimto
stages: screening and optimizing. Each stage islumed with a largely empirical approach. The
screening process discovers lead crystallizationditions or ‘hits’, which typically produce
microcrystals, thin rods gplates.The optimization process is devoted to grow crgstdl size and
regularity adequate for a successful X-ray diffi@cdata collection.

Crystal growth is a multiparametric process inwitdvthree basic steps: nucleation, growth, and
cessation of growth (Fig. 1). To achieve the spuwenas formation of the first ordered aggregates
(nuclei) the sample solution is brought to supersdion. Supersaturation can be achieved by varying
intrinsic physical and chemical parameters, suclobag strength, dielectric constant of the solyent
pH, temperature, macromolecule concentration, aunaon of chemicals (precipitant, buffer,
additives). Once nuclei have formed, crystal grow#m begin, and proceed while the degree of
supersaturation is reduced. Maintaining high swgiaration would result in the formation of too many
crystallization nuclei, which will develop into tamany small crystals. Furthermore, crystals should
grow slowly to reach the maximum degree of intén@ider. Cessation of growth can be triggered by
different causes, such as growth defects, poisowiinige crystal faces, “ageing” (chemical reactioh)
the macromolecules, or simply depletion of the mamlecules from the crystallization media.

From a practical point of view, precipitation &t macromolecules to form crystals is mostly
achieved using techniques known as “vapour diffusi§increase of protein concentration by
evaporation of water in a sealed environment),yodialysis (Fig. 1). A great number of experiments
(100-500) are wusually necessary to determine thst loeystallization conditions. Therefore,
crystallization experiments are run on a very seedlle (I samples). Macromolecular crystals suitable
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for X-ray diffraction experiments have a typicaldar size of 10-10Qm, and grow in a time period

varying from few hours, to weeks or even monthscdse of limited crystal growth, not related to
biochemical problems, crystallization experimentarried out in space, under “microgravity”
conditions, might improve the quality of the crystg].

When screening methods for protein crystallizati@ih the modification of target proteins is
often necessary to increase the susceptibilityhef groteins to crystallization. Each change to the
sequence of the protein (amino acid mutation)®ligation state generates a new crystallizatiogeta
for screening. This approach includes the crygadilon of single domains in multi-domain proteios,
truncated forms at the N- and C-terminus, of trieddorms generated by limited proteolysis, and of
single/multiple site-specific mutants. Site-direttmutagenesis is a common method to alter the
surface properties of the target, or to stabille target. In addition, one can also attempt toneay
crystal contacts when the crystal structure of mdlogous protein or a low-resolution structure had t
target is available.
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Figure 1. Solubility curve for a proteirversusprecipitant concentration (salt or another chemalameter affecting
protein molecule aggregation) in a typical vapoiffudion (continuous line) or dialysis (dashed Jinerystallization
experiment.

1.3 Crystal handling ad radiation damage

Macromolecular crystals are usually very fragiled aeed special handling care. This unique property
reflects the fact that the macromolecules are lgosacked in the crystal, with large solvent-filled
channels crossing the crystal volume. Removal efsthivent destabilizes the crystal, which can gasil
dissolve or shatter. Protein crystals must, theegfalways be kept in their mother liquor or in its
saturated vapour, even when exposed to X-raysd&tar collection purpose, the crystal can be hosted
in a thin-walled capillary, containing a small ambwf mother liquor. Water vapour will guarantee
proper hydration of the crystal when the capillargealed on both sides by resin (Fig. 2A). Thka, t
capillary is easily mounted on a goniometer head anoperly oriented for X-ray exposure.
Unfortunately, the energy released by absorptionXahys in a crystal inevitably damages it by
causing the formation of free radicals in the alyé&specially OHdue to water radiolysis) which react
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with the protein molecules and irreversibly dam#yggr crystal packing. The most common symptoms
of radiation damage are a decrease of diffractidenisity and resolution limits (ultimately resugjim

the X-ray pattern dying away), a variation of theticell volume with consequent non-isomorphism

within a data series (thus hampering traditionagatg methods), and site-specific damage. Ther latte
occurs in a well-defined order, starting with theedkage of disulphide bonds, followed by

decarboxylation of aspartates, glutamates and tterr@inus, and then loss of the hydroxyl group from

tyrosines [10]. The extent of radiation damage ddpeon the applied radiation dose, on the photon
energy (it is lower for energy higher than 12.4 kevA=1.0 A), on the type of proteins and on the

chemical composition of the solvent. The damageéicoes even after X-ray exposure, due to the long
half-life time of the free radicals.

Nowadays, the extensive use of synchrotron radidtas made almost obligatory the cooling of
the crystal samples to cryogenic temperature.guidi nitrogen at 100 K, the radiation damage effect
are so much reduced that they are often neglightest protein crystals can be cooled to cryogenic
temperatures (with appropriate care for the soly@operties) using the so called “flash-freezing”
technique. The crystal is “fished” by using a nyfdome loop, where it remains suspended in a tiin f
of solvent (Fig. 2B). The loop is then cooled veapidly by immersion into liquid nitrogen througdtet
temperature where ice crystals may grow, to bel@® K where water forms a stable glassy state. If
flash-freezing is successful, the liquid film iretltoop freezes into a glass and remains cleard&t
collection, the loop is mounted onto a goniometad) where it is held in a stream of cold nitroges
(Fig. 2C). Crystallographers can take or ship lompinted flash-frozen crystals to synchrotron,
minimizing handling of crystals at the data coliectsite.
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Figure 2.Crystal mounting. (A) Protein crystal in equilibmuwith liquid solvent in a thin-walled capillaryB) Crystal on a
fibre loop at 100 K. (C) Typical set-up for recargidata from a slowly rotated crystal at a MAD gymdron beamline
(ESRF, Grenoble, France).



2. X-ray diffraction and phasing problem

2.1 Fundamentals of crystallography

Let's now consider a crystal ideally schematised ébymosaic of crystalline blocks. At fixed
wavelength, a Bragg reflection only occurs if timeident beam makes the correct angle with the
reflecting planes. Because of the slight disordea ireal crystal, the reflection can be fully eaditf
the crystal is rotated through its reflecting posit In fact, all fixed-wavelength observing tedaunes
use a rotating crystal system. Usually, the cryistabtated about an axis orthogonal to the X-ragrb
(Fig. 2C). For a protein crystal, a very large nembf diffracted beams (called ‘reflections’ to riech
Bragg's law) may be recorded, and it is necessagvbid them overlapping. By rotating the crystal
through a small angle (0.5-1°), they can easilplbgerved separately (Fig. 3). For macromolecules in
crystal to be observed at atomic resolution, vegnynreflections must be recorded. At the modest
resolution of 2 A a moderate-sized protein unii eelge of 50 A will give 25 orders of diffraction
along this direction. Therefore, in three dimensitmehkl all vary between -25 and +25, assuming that
the three cell dimensions are similar. Very roughBb000 different Bragg reflections exist to this
resolution and should be collected. In fact, thenber of independent reflection is reduced by aofact
of two if the Friedel's law applies and the numisefurther reduced depending on crystal symmetry.

If the crystal is rotated with an angular veloaityhrough the reflection position, then the total
energy of a diffracted X-ray along the directioriided by the Bragg reflection associated to theckt
planeshkl is expressed by the Darwin equation:
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where }is the incident beam intensity,is the wavelength, A is the correction due to thgoaption of
the sample, L and P are the Lorentz and the pal#oiz factors, Yis the volume of the crystal and,V
the volume of the unit cell. Each structure fadfgy is a complete description of a diffracted X-ray
recorded as reflectiohkl and, therefore, is characterized by an amplituttk @ phase and it can be
represented in the imaginary plane as a vector @Ay

Figure 3.Diffraction pattern of a protein crystal subjectedsmall-angle oscillation data collection.



The Darwin equation shows that many different fexctocontribute to weaken the intensities of the
waves diffracted by macromolecular crystals: thelgode of the structure factors,|| are small, due

to the low atomic number of the component elemgits C, N, O, etc) of the biological
macromolecule, the crystal volume is always smalhijle the unit cell is normally quite large.
Therefore, significant diffracted intensities cae tmeasured if high intensity incident radiation is
applied, and if the sample X-ray absorption (byway A) as well as the diffused background radiation
(by using a highly collimated beam) is minimizedl these experimental adjustments can be achieved
using synchrotron radiation, while they are mor#ialilt (or impossible) to achieve on a normal
rotating anode X-ray source [11, 12].

A unigue application of the synchrotron radiatiarbio-crystallography is the so called Laue
technique [13]. In this method the sample is hit ‘yhite” radiation (0.5 A24<3.0 A). As a
consequence, many families of lattice planes amellaneously “excited”, thus producing a complex
pattern of diffraction that can, however, be deauated. The advantage of this technique is thay ver
short X-ray pulses (<<1 s) can be used, due tdnithie intensity of the white radiation. In some ase
(high symmetry of the crystal) one single pulseatfiation is sufficient to record the full diffréah
diagram. This technique is at the basis of timelkesl crystallography experiments, which have found
their major applications in the study of biologipdlotoactivated protein reactions. The developroént
time-resolved multiwavelength Laue crystallogragiipws following the time course of biochemical
processesi.€. the catalytic cycle of an enzyme) through analgsithe related high resolution three-
dimensional structure(s), with a time resolutiorthe (sub)nanosecond-millisecond range. In the past
few years, this technique has evolved considerdbé/to the improvement of synchrotron sources, of
beamline optics, charge-coupled detectors andeobfitimized reaction triggering strategies based on
femtosecond-picosecond laser pulses. In fact, theardical processes investigated with Laue
diffraction require an accurate triggering eventtiated usually by a laser pulse) to achieve threect
timing between protein structural transitions arda¥ beam exposure [14-16].

2.2. Solution of the phase problem

In the diffraction experiment we measure the intgraf the diffracted beam, which is proportional
to the square of thamplitude of the structure factéi,. The structure factor is a function of the
scatteringdue to the individual atoms comprising the unit e&ctron densityfj, known as thatomic
scattering factor:

N
Fra = 2 T exp [2ni(hx;+ky;+z;)]
=1

Instead of summing over &ll separate atoms in the unit cell, we can integragée all electrons in the
unit cell volume V:

Fhk|:jp(xyz) exp [2i(hx+ky+z)] dV
\%

The reverse of this Fourier transform providesgression of the electron density as a functioallof
structure factors:

p(x,y,2) = 1/v% Fri €xp [-2ri(hx+ky+2)] = 1/vr§ Frl exp (Bthi) exp [-2ri(hx+ky+12)]



So, to calculate the electron density at the pwsi{k,y,z) in the unit cell of a crystal requires 10
perform the summation over all thkl planes of the contributions to the point (x,y,£)vwaves
scattered from plankkl whose amplitudes must be added with the corrdative phase relationship
(ank). We can measure the structure factor amplituoigisthe phases are lost in the experiment. This is
“the phase problem” [17].

A similar equation can be calculated using th&abtion intensities as coefficients and with all
phase angles equal to zero:

pP(U,v,W) = IV [Frl? cos[2nhu-+kv-+Iw)]
hkl

This equation is the Patterson function. It camalveays calculated from the diffraction data sintce i
depends on the squared structure factor amplitadést can be demonstrated to be a self-convolution
of the electron density. The Patterson functiopadicularly useful both for the localization oféavy
atoms” (meaning atoms with atomic number highenthgical protein atoms), when heavy atom
methods are applied for phasing, and for the coogentation and translation positioning of a mode
in the crystal unit cell when the molecular reptaeat phasing method can be applied [13].

2.3 The MIR method

The Multiple Isomorphous Replacement (MIR) meth®thie most successful and general experimental
approach for the determination of phase anglesthei assignment to the corresponding structure
factors. The method is based on the possibilitynaidifying structure factors and phases of the
“native” protein crystal by specific binding of hgaatoms. When the position of the heavy atoms
bound to the protein have been found by a Pattersgmcalculation, then it is possible to calcuthee
phase of each observed structure factor by propesideration of the variation of the structure dact
moduli in the native protein and in the derivatizegstals [13].

Practical application of the MIR method requirke tomparison of X-ray diffraction patterns
of the native protein crystal and of the crystdlatleast two independent heavy atom derivatitres.
case of perfect isomorphism (the conformation ef photein molecules, their position and orientation
relative to the crystallographic axes, as wellresunit cell parameters must be exactly the santigein
native and derivative crystals) the structure fadifferences between the native protein crystai (
and the derivatived-éH) are exclusively due to the contribution of theusbhd heavy atoms=@). The
contribution of the heavy atom replacement to ttracture factor amplitude and phases is best
illustrated on the Argand diagram (Fig. 4A).

The structure factor of the heavy atom derivats/then expressed by the vectorial summation:

Fpu=Fpt+ FH

The amplitudesHpH| and Fr| are experimentally measured from the diffracpattern of the native and
derivative crystals, respectivellfn (module and phase) is calculated from the positibthe heavy
atoms, which can be obtained from the Pattersothsyis of the isomorphous differencds| - |Fe|)*.
The native phase angter (assigned to the structure facte) can be calculated by using the cosine
rule:

ap = an + cos [(|FeHf - [Fef® - [FHP) 7 2F#|IFH]]



leading to two possible solutions symmetricallytridisited about the heavy atom phase= aH + ao).
This two-fold ambiguity is better illustrated inethiHarker construction (Fig. 4B). In this represgata
the possible structure factdfe andFpHare drawn by circles in the complex plane, havidjus Fp|
and FrH|, respectively. The two possible phase values roatuhe circle intersections. The phase
ambiguity can be removed by measuring at leastdifferent heavy atom derivatives. The comparison
of the two heavy atom contributions identifies toenmon correct value ofr (Fig. 4C).
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Figure 4.(A) Argand diagram for a single isomorphous rephaeet. Amplitude moduli and phases are indicatedhen
corresponding vectors for a native reflectién)( a derivative reflectionHpr), and for the contribution of the bound heavy
atom ). (B) Harker diagram for one heavy atom derivat{{® Harker diagram for two heavy atom derivatiiea MIR
experiment.



In real experimental cases, one heavy atom mattlesdifference to the structure factor amplitudés
the native protein. Furthermore, the calculationFefis often not precise, due to an approximate
deconvolution of the isomorphous difference Patterand due to the fact that binding of heavy atoms
can introduce non-isomophism between native andatere crystals. As a result of several sources of
experimental noise, the Harker circles do not sger at a single point and uncertainty is presetite
assignment of the correct phase amgie A method recognising these difficulties has bderefore
proposed, based on the consideration of a probahiinction for the phase angte> as a function of
the observed experimental parameters. These phlmabahility distributions can be used to estimate
“best phases”, with appropriate weighting, yieldithg protein electron density map with the least
error. If is the “lack of closure” of the phase trianglei= Fr+ FH for the phase anglke

£ = FrH?"S - [FPH® = FpHP®S - |[IFe| exp(Dip) + FH| exp(om)]|

then for each heavy atom derivativeand for each Bragg reflectiohk]), a phase probabilityj@r)nx
can be defined, making the assumption that alletiers reside inFpH®° and that errors follow a
Gaussian distribution:

P(aP)ha= N exp [€(ar)%/2E

where N is a normalization factor of the probabpilitver 21, and Eis the error associated to the
structure factor measurements. As expected, theibdiSon is bimodal if only one derivative is
considered, the two peaks corresponding to thesetéon points of the circles with radtr|and FrH|
(Fig. 4B and Fig. 5A). The total probability foram(hkl) reflection is obtained by multiplying the
separate probabilities of each derivajive

P@P)n= J:rll B (0P)n

The composed B6)nq distribution normally shows a unimodal shape (BB). An electron density
map calculated with a weighted amplitude represgrttie centroid of the phase distribution yields th
least error. The polar coordinates of the centd@tine the phase angtgbest),, and a numbenmn
(varying between 0 and 1) called “figure of merit’sed as a weight associated to the corresponding
native structure factor modub|:

Fri(best) =muy [Fril| exp [or(best)]

The figure of merit corresponds to the cosine efrtiean error in phase angle, providing an estiwfate
the quality of the phasing process. Reflections properly phased maintain a bimodal distribution
P@prP)n, and a figure of merit close to 0. Viceversa, hie tphasing has been accurate, then the
probability distribution for each reflection d)nx is unimodal andmy is close to 1. After the
computation of the phase angles using the MIR nugthids possible to calculate an electron density
map using native protein data and the phase adglaéged from isomorphous replacement.

p(x,y,z) = 1N§ Mhu [Fri| e€xp [or(bestyy] exp [-2ri(hx+ky+z)]



Inspection of such electron density map allowsdtedt structural features typical of proteins.(a-
helices,B-strands, amino acid residues, etc), and to buildtamic model of the macromolecule. The
knowledge of the atomic coordinates allows to dakeunew phases that are usually more accurate of
the “best” MIR phases. Then, the phase improvemdhtontinue by the iteration of electron density
map calculation, model rebuilding, and crystallqdyia refinement.
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Figure 5. (A) Bimodal distribution, for thehkl reflection, of the probability jfor) for a phase angler derived from
derivativej. Fr(best) is the centroid of the distribution. (B) brudal distribution of the total probability &) for a phase
angleaP derived from more than one derivative. (Adaptednirbr])

2.4 SIRAS method

All elements, particularly those of high atomic raen display “anomalous scattering” when exposed
to X-rays. The effect depends on the wavelengtthefX-rays, being relevant when the energy of the
incoming radiation is close to the element X-ragaption edge. At such wavelength the energy of the
X-ray photon is sufficient either to excite an ¢ten of the strongly absorbing atom to a higher
guantum state, or to eject the electron complefi®ign the atom. As a consequence, the scattering
factor f for the atomic specigs(which is normally a real number for low atomic ren elements)
becomes “complex”, having three components:

f(OA); = fo(B); + F(A); + i (A);

wherefy(0); is the normal scattering term that is dependertherBragg angl®, while f'(A); andf"(A);

are the anomalous scattering dispersive and ali@ogrms which depend on the wavelength

The dispersive term (negative) decreases the nowsuattering factor amplitude, whereas the
absorption term is 90° advanced in phase and seisuffiving a complex nature f(,A);. This leads to

a breakdown in Friedel's law, giving rise to smalit significant anomalous differences between the
absolute values and phases F{hkl) and its Bijvoet mate~(-h-k-l). The anomalous or Bijvoet
difference can be used in the same way as the igpdroos difference in Patterson method to locate the
anomalous scatterers and can profitably be explddethe determination of the protein phase angles
Figure 6A shows the origin of the differences batmie(hkl) andF(-h-k-I) (Bijvoet pair).

The use of anomalous scattering in determiningeprostructures has increasestently in
relation to the use of synchrotrons as X-ray saufté, 12]. Synchrotron radiation tigsnable, and its
wavelength may, within certain limits, be tunedndt. This provides the opportunity of measuring th
X-ray diffraction pattern of a protein crystal aawvelengths selected near (but also far) from the
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absorption edges of any anomalous scatterer présesan as light as a sulfur atom). Phases for the
native structure factors can then be derived iméar way to the MIR case. Anomalous scattering ca
be used to break the phase ambiguity in a singlmasphous replacement experiment, leading to
SIRAS (single isomorphous replacement with anonsalstattering) or MIRAS in case of multiple
isomorphous replacement using anomalous scattédote that because of the 90° phase advance of
thef” term, anomalous scattering provides orthogonalg@irdsrmation to the isomorphous term.
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Figure 6.(A) Breakdown of Friedel's law if an anomalous sesdr is presenE(hkl) # F(-h-k-I) or Fer(+) # Fer(-). AF* =
[Fer(+)| - Feu(-)| is the Bijvoet difference. (B) Harker consttioa for SIRAS.

2.5 MAD method

A different application of the anomalous scatteriogmacromolecular structure determination is the
so called “Multiple wavelength Anomalous Dispersionethod (MAD). This method provides an
extremely handy tool for the determination of progghases, directly from just one crystal contagnen
good anomalous scatterer. The great advantageirng ose crystal is that the lack of isomorphism
problems are totally abolished. The anomalous e@attmay be provided by a conventional
isomorphous derivative, by a selenium atom sulistitio a sulfur atom in methionine and cysteine
residues [18], or by an ion already present inveatnetalloproteins. In the case of engineered Se-
substituted proteins the presence of one Se atoaprotein of approximately 150 amino acids is
sufficient for a successful application of the MAf2thod [19].

MAD data are collected at several wavelengthsicaity three, in order to maximize the
absorption and dispersive effects. Typically, wangths are chosen at the absorpflopeak 41), at
the point of inflection on the absorption curwe)( where the dispersive term (which is the derixati
of thef" curve) has its minimum, and at a remote wavelefigiland/orA,). Figure 7 shows a typical
absorption curve for an anomalous scatterer, tegetith the phase and Harker diagrams. The changes
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in structure factor amplitudes arising from anomalcscattering are generally small and require
accurate measurement of intensities. Importartily signal increases with resolution owing to the fa
off of normal scattering with resolution. The adtshape of the absorption curve must be determined
experimentally by a fluorescence scan on the drydtdhe synchrotron, as the environment of the
anomalous scatterers can affect the details ohbs®rption. There is a need for excellent opties fo
accurate wavelength setting with minimum wavelengjdpersion. Generally, all data are collected
from a single frozen crystal to ensure the sunguvirh the same crystal to three data collectiongh wi
high redundancy in order to increase the statissggnificance of the measurements and data are
collected with as a high completeness as possible.
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2.6 Molecular replacement

The molecular replacement method is a phasing duveeof a native protein, that does not require
specifically the use of synchrotron radiation. Herie mentioned for completeness, since it represe
one of the most common methods of protein phassmetation in X-ray crystallography. The method
is based on the observation that proteins whichharaologous in their amino acid sequences have
often a very similar three-dimensional fold. Asuéerof thumb, a sequence identity >25% is normally
required and an r.m.s. deviation of <2.0 A betw#sn Qx atoms of the model and the final new
structure, although there are exception to thierétore, if one parent protein structure is avédal
can be used to solve the 3D structure of homologmaseins, without the use of heavy atom
derivatives. Conceptually, one has to transfer khewn protein structure (search model) from its
crystalline arrangement to the crystal of the protf unknown structure (target protein). Such a
procedure allows the calculation of approximatechsels @ 9); these are combined with the
observed structure factor&(}°™ of the target protein, yielding a hybrid electtensity map

p(x,y,2) = VY Fr®™ exp (o) exp [-2r(hx-+ky+z)]
hkl

which allows the iterative building of the targebfein molecular model [13].

The correct positioning (orientation and translha}iof the search model in the target unit cell is
the key step for calculating starting phases gefiity accurate to be able to model the targetgamot
structure in the hybrid electron density map. Usudhe positioning of the search model in the ¢arg
unit cell takes place in the Patterson space elfilodel and the target protein are indeed simildrif
they are oriented in the same way in unit cellthefsame dimensions and symmetry, they should have
very similar Patterson maps. We might image a-&ral error method in which we compute Patterson
maps for several model orientations and comparna tgh the Patterson map of the target protein. In
this manner, we could find the best orientationhef model, and then use that single orientaticimén
search for the best translational position of thedeh In this two-step approach, the rotational and
translational searches are defined by the functions

C(R) = [ Peys(u) ProdR,u1) du

self
vectors

D() = [ Perys(u) Pru,t) du

Cross
vectors

where Rrys{u) and FhodR,u) are the Patterson functions of the target proteystal and of the search
model rotated by matriR, respectively, andiB(u,t) is the cross-Patterson function of the model
structure, properly translated by the vedtaithin the unit cell. The rotational function RY operates

in a volume around the origin with a radius equatite molecular diameter expected for the target
protein. This region hosts all the intramoleculatt&son vectors (self-vectors set), which defime t
orientation of the search model with respect touthi¢ cell axes of the target crystal. The nexp stiter
the correct orientation of the search model ipitsper translational positioning within the unitl cgf

the target crystal. The translational functiort)Dé calculated in the Patterson space, in theoregi
external to the sphere used for the rotationalckeafhis is because in that region lie the inter-
molecular vectors (cross-vectors set) which defire position of the macromolecule relative to the
unit cell symmetry elements.
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If X is the set of atomic (X,y,z) coordinates of therdeanodel,R is the rotational matrix
obtained from the first step, artds the translational vector from the second stephef molecular
replacement method, then

X'=XR+t

provides the atomic coordinates of the search maddhe target crystal [20]. It is from these
coordinates that a set of preliminary phases carcdieulated. These phases, combined with the
structure factor amplitudes experimentally measuiretn the target crystal, produce the hybrid
electron density map. Usually, more similar theicture of the search and target proteins are, less
approximated is the calculated electron density .mEpe analysis of this map, using computer
graphics, allows to build a starting molecular moafethe target macromolecule. Such model will be
subjected to several cycles of crystallographimeshent and modeling until the best model fittihg t
observed data is reached (see section 4).

3. Density modification

If the quality of the first electron density mamist good enough to allow a complete and unambiguou
tracing of the polypeptide chain, improvement of firotein phase angles may be required prior to
model building and refinement. Phase improvememt loa based on two different techniques of
“density modification” [13]. The first technique kwn as “solvent flattening”) is based on the
assumption that the protein molecules are chaiaeteby regions of relatively high electron density
whose boundaries can be located. On the contraeyelkectron density map in the solvent regions,
between protein molecules packed in the crystéitéatis rather low. This is related to the dynamic
nature of the solvent molecules in these regionthefunit cell, and results in the presence ofaois
peaks in the corresponding electron density. Suctoise can be removed by setting the electron
density for the disordered solvent regions to a ¢mwstant value, related to its chemical compasitio
Then, new phases are calculated by back-transfgrthim modified electron density map. In the next
step a new electron density map is calculated @iherimentally observed structure factor amplitudes
and with phase angles either from the solventeitatty alone or by combining them with phase angles
obtained from isomorphous or molecular replacenmesthod. The iteration of this procedure, along
with the continuous updating of the envelope wtgeparates the protein from the solvent region, and
the addition (in small steps) of the data at higre=olution, is able to transform an initial hardly
interpretable electron density map to a map wheraamic model can be easily built.

A similarly successful result can be achieved i density modification technique known as
“non-crystallographic symmetry averaging”. Thisheitjue is applied when more than one protein
molecule is present in the crystal asymmetric uhite assumption is that the electron density in
molecules related by non-crystallographic symm@wgs) is essentially equal. If the NCS operators
present in the asymmetric unit are known, thereteetron density is averaged at each (x,y,z) paiint
NCS-related protein molecules, the solvent regiatiehed and the asymmetric unit is reconstituted.
Phase angles from this new model are calculatedasi-transforming the averaged electron density
map. A new and improved density map is calculatéth wxperimentally observed structure factor
amplitudes and phase angles obtained from the Nf@Segure [21]. If necessary, this phase
information can be combined with previously knowrage information. The result is improved signal-
to-noise ratio and, in the end, a clearer imagehef molecules. The NCS averaging method is
spectacularly successful in systems with high sytrynsuch as virus.
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4, Refinement

4.1 Least squares refinement

The native protein phases, obtained by one of tthods discussed previously, allow the calculation
of a preliminary electron density map, whose intetagtion results in an approximated model of the
protein structure showing the main features of tlecromolecular architecture (Fig. 8). The partial

model can be improved using the information presettie observed structure factor amplitudes. Such
a process, known as crystallographic refinememtsists of iterative corrections of the model, tacte

the best possible agreement between the calcudatgdbserved structure factors. This procedure is
essential to achieve the maximum reliability foe tholecular model, as well as to provide the atomic
resolution structural details needed for an eféechiological research.
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Figure 8.A small section of the electron density map (cyash) contoured atd, with the final structure superimposed
(ball and stick representation).

During crystallographic refinement the moleculaondal is allowed to vary by changing the
positional parameterp, which are for each non-hydrogen atgrof the structure the coordinates
(x3,y;,z) and the temperature factors;)(BThe temperature factorsj Bre generally assumed to be
isotropic, being related to the thermal oscillat{py) of each atonm around its equilibrium position by
the relation: B= 8ré<p;*>. The adjustment of the parametersy(;,B;) for all atoms within the initial
approximated model is obtained by minimizationhef function:

Q) = %: Wit ([Frilobs = [F(P)nkdleald?

The summation is calculated over all crystallogrealty independent reflections amely is the weight
given to each observatiomi{q = 1/0n’, Whereon is the standard deviation for thél observation).
Least squares is the simplest statistical methed us macromolecular refinement. The least squares
refinement of atomic coordinates and temperatuctofa is an iterative process. In each step the
parameters to be refined shift only partially ire thirection of their final values; usually, several
refinement cycles are carried out before convergaesnceached. The larger is the difference between
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the observation and the model’'s prediction, thes&dhe model. The more precise is an observation,
the more important that observation becomes inotrerall sum. One varies the parameters of the
model to find a set that gives the lowest sum ofatgs.

Whereas for small molecules the ratio betweenmhsens (Fn«|) and parameters to be refined
is about 10:1, for macromolecules such a ratiofienoclose to 1. Such poor over-determination is
generally compensated by the introduction of addél “observations”, mostly related to the known
stereochemical properties of the proteins (bondttes) bond angles, van der Waals contacts, et@. Th
function which is then minimized is:

C=Q+kU

where Q is the crystallographic term previouslyaduced, U is the potential energy associated to a
particular conformation of the macromolecule, ang ka scaling factor which controls the relative
contribution of the energy and X-ray terms. U cetssdf several contributions based on the deviation
of the stereochemical parameters of the proteinenfsdm ideal values, mainly derived from small
molecule structures:

U= 2 1/2 Kp; (b caic - B.obd° + 2 1/2 Kej (Tj cate - Tjond” + Z,: Ko {1+cos(np-0)} + IZJ: [(Ar 2 + (Bro)]

The potential energy function includes terms fondbcstretching (b terms), bond angle bending
(t terms), torsion potentials, and van der Waals aat&wns, respectively. Electrostatic interactiores a
usually ignored, because they act over rather Wiagances and they are not particularly sensitve t
small changes in atomic positions. When the crigggedphic residual Q is minimized together with the
potential energy term U, the refinement procesdefned as “restrained” since the stereochemical
parameters (treated as new “observations”) aravatlado vary in a narrow range around their standard
values. The atomic coordinates of the protein medg} within a sort of harmonic potential, drivey b
minimization of the crystallographic term. If thewation of the model atoms from those of the real
structure is large, the refinement may be trapped iocal minimum instead of converging to the
correct solution. This situation can be avoidedbyrecting manually the modeia computer graphics
analysis, or by applying a more sophisticated egfiant technique, which includes the contribution of
molecular dynamics. This technique, which takes mtcount the kinetic energy associated to each
atom of the macromolecule during the refinemens, tagidly gained popularity because of its wider
radius of convergence which allows a faster refieethof the initial model [22].

4.2 Maximume-likelihood refinement

In general, the assumptions of the least squardébocheare that errors in the observations obey a
normal distribution with completely known (“obsed/gvariances and that, given perfect observations
and the best parameters, the model would predetothservations perfectly. In many refinement
problems, however, these assumptions are not ctehpleorrect. The simplest example occurs when
the model is incomplete, say missing a domainhis ¢ase it is impossible for any set of paramdters
reproduce all the observations. The refinementtfananust account for the unknown contribution of
the unmodeled part of the molecule and least squamenot do that. Recently a more general approach
has been introduced in the refinement procedureudigg the so called “maximum-likelihood”
approach.
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Maximume-likelihood is a general statistical franwWwfor estimating the parameters of a model
on the basis of observations [23]. This approatferdi from least squares in that maximume-likelihood
can accommodate observations with uncertaintieartwfrary character and model parameters whose
values are also expected to have such uncertaifttlede maximum likelihood is completely general,
macromolecular refinement is such a difficult peshl that no computer can perform a likelihood
refinement in complete generality. Therefore theximam likelihood method depends critically on the
assumptions made about the nature of the unceesim the observations and the parameters of the
final model [24]. Themaximum-likelihood method begins with the assumptibat the current
structural model itself contains errors (Fig. 9/K)stead of a single location, as assumed by trs-lea
squares method, there is a cloud of locationsaheah atom could occupy (usually, the distributiohs
positions are assumed to be normal and have etpralasd deviations). This distribution of structire
results in a distribution of values for the comp#tsucture factors calculated from that model. Bsea
of the nonlinear relationship between real andprecal space, the value of the structure factor
calculated from the most probable model (labelegl in Fig. 9B) is, however, not the most probable
value for the structure factor distribution. This the key difference between least squares and
maximum likelihood methods. The most probable vdhlrethe calculated structure factors has the
same phase dfqc but a smaller amplitude which equaliEgy: only when the model is infinitely
precise. The width of the distribution, namegl, also arises from the coordinate uncertainty and i
large when the difference betwe€g,c and the most probable value of the structure fadigribution
is high. In refinement without experimental phaséimation, the probability distribution of the
calculated values of the structure factors are edad to a probability distribution of the amplieudf
this structure factor by integrating the two-dimensl distribution over all phase angles at each
amplitude. This integral is represented by a serie®ncentric dashed circles in Fig. 9B. As expdct
the most probable amplitude is smaller tHag,f (Fig. 9C).
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Figure 9.Probability distributions for one reflection in theaximum-likelihood approach (A) probability digttions of
the atoms in the model. (B) The distribution ofustures results in a distribution of values for #teucture factors
calculated from that modekF.,. indicates the value of the structure factor caiad from the most probable modAl.
series of concentric dashed circles representritegial over all phase angles at each amplitudeeteé convert the
probability distribution of the calculated value tbe structure factor to a probability distributiohthe amplitude of this
structure factor. (C) The probability distributiéor the amplitude of the structure factor. The arfmelow the horizontal
axis represents the amplitude f,,, calculated from the most probable model. TheespondingH,{ is also indicated.
(Adapted from[24])
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With this distribution the likelihood of any valder |F|,,s can be evaluated, and one can calculate how
to modify the model to increase the likelihoodFj§4s For instance, in the case shown in (Fig. 9C) the
likelihood of F|obs can be improved by either increasiffi4c or increasing the precision of the model.
In general, compared to the least squares methedyasic maximum-likelihood residual function is:

Q) =h§ (Friclobs - <F@)nickearc>)? ! [ope + 0(P)carc’]

where <F(p)nklaic IS the expectation value of the amplitude ofracttire factor calculated from all
plausible model similar tp, ando(p)cai is the width of the distribution of values f&i(|p)n«ilcarc

4.3 Quality of the model

The progress of the crystallographic refinemenm@nitored by comparing the measured structure
factor amplitudes oy With those calculated from the current atomic sld§Fnulcai). As the model
converges to the correct structure, the calculstieatture factor amplitudes should also convergado
corresponding measured values. The most widely usedsure of convergence is the so called
“residual index”, oR-factor:

Z |IFhkilobs - [Fhxilcald
K

Z [Fhiilobs
hKd

Values of theR-factor range from zero, for perfect agreement altwlated and observed structure
factors, to about 0.6, when the measured stru¢aaters are compared to a set of random amplitudes.
An early model withR-factor near 0.4 is promising and is likely to irope during the refinement
procedure. A desirable targetfactor for a refined protein model with data t6 A is about 0.2.

A more revealing criterion of model quality andpiavement is the so called “fr&efactor”, or
Riree TheRyeeis calculated exactly as thiefactor but the summations are on a small setdomly
chosen reflections (5-10% of the total measurdéctbns), the “test set”, which are set aside fitbm
beginning and never used during the refinementquioe. Therefore, at any stage in refinemBpte
measures how well the current atomic model predicssibset of measured amplitudes that were not
included in the refinement of the model. For theason,Rq.. provides a less biased measure of the
overall model quality, correlating very well witth@se accuracy of the atomic model. In general,
during intermediate stages of refinemeRgce values are higher than thefactor, but in the final
stages, the two often become more similar (thd fa value is generally higher than tRefactor by
2 - 7%).

In addition toR-factors as indicators of convergence, other gatrattparameters can be
monitored to check whether the model is chemicaliiereochemically, and conformationally
reasonable. During the progress of refinementfatese structural parameters should improve.

5. Data bases

The macromolecular structures solved by means o&yXerystallography or NMR techniques are
usually submitted to the Protein Data Bank (htywMv.rcsb.org/pdb) as text files [25]. The head of
each PDB file contains specific information abou tmacromolecule, whereas the body of the file
consists of a list of coordinates for each singtemaof the structure (expressed in A and refermed t
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orthogonal axes), with their temperature factorddifionally, the atomic coordinates of a variable
number of experimentally located solvent molec\flesially water molecules) are also present in the
PDB files. These solvent molecules are localizedhensurface of the macromolecule as well as in
internal cavities. A substantial revision of theB[3 currently in progress with the aim of improgin
the quality and the completeness of the deposttedtaral and biological information. For instance,
the PDB provides several links to correlated datseb and access to structural analysis software for
the study of protein folds, general research imouar fields of structural biology, and for the ation
of each new deposition. As a rule of thumb, thadasteria that an occasional user should take int
account to check the quality of a deposited straeche:
(a) the agreement index between calculated andwasbstructure factorfR({factor andRyee)
(b) maximum resolution of the data used duringréfmement procedure
(c) global stereochemistry of the macromoleculeefeauated by estimates of the deviation from the
ideal values for bond length, bond angles, etc)
(d) atomic temperature factors (average and loahles) of the macromolecule and of the localized
solvent molecules

The amount of data provided by bio-crystallographnalysis is continuously increasing.
During the year 2010, on average, one new strud¢tasebeen deposited in the PDB every 1.5 hours.
This flood of information, however, does not neegibg correspond to novel structural information,
since many protein folds are well conserved throtigh different evolutionarphyla Statistics and
biological considerations suggest that the all ginst present in Nature (aboutldifferent types in
humans) are compatible with the existence of adicnhumber of folds, probably less thaf.10

6. Structural genomics

Macromolecular crystallography is experiencing agsuin new methodologies, largely fuelled by
developments in structural genomics and by the sie#fdpharmaceutical industry. While most
structural biologists pursue structures of indiabproteins or protein groups, specialists in $trad
genomics pursue structures of proteins on a gemanescale, in particular human proteins implicated
in disease states, as well as proteins from af ggttbogens. The Human Genome Project has produced
an enormous body of information about the sequefidee human genome and in addition genome
sequences of a large number of human pathogens, tuberculosis to malaria, are also known.
However, detailed information on the structure,ction and interaction of the tens of thousands of
proteins encoded by these genomes is requiredderdo fully exploit this new panoply of data.

Rapidly increasing the numbers of known atomiadtires of proteins will have a number of
strategic benefits for medical research, basic applied. In particular, knowledge of the three-
dimensional structures of key human proteins ordmupathogenic proteins is vital for speeding up the
difficult task of discovering new antibiotics ortanancer drugs (Center for Structural Genomics of
Infectious Diseases: http://csgid.org). X-ray cajlsigraphy at latest generation synchrotron souises
the key technique that will build the databasehoéé-dimensional information on protein structund a
by generating large amounts of systematic crystdibhn data that may lead to more predication-based
crystallization methods. Nuclear magnetic resonatemniques and neutron scattering constitute
further important and complementary structure aeiteaition tools.

As opposed to traditional structural biology, thetermination of a protein structure through a
structural genomics effort often (but not alwaysjnes before anything is known regarding protein
function. This implies new challenges in structusainformatics,i.e. determining protein function
from its three-dimensional structure and the needpeed up the structure determination process by
optimising each step for high throughput, includiagget selection, protein production, purification
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crystallization and structure analysis by X-ray staylography and/or NMR spectroscopy. As an
example, several synchrotron beamlines normallyigeothe so called “remote data collection system”
for macromolecular crystallography, which allowserss to work on their samples, shipped and
mounted on the beamline goniometer, through the oleextensive robotics that allow for
comprehensive crystal manipulation, screeningctiele of best samples, and data collection, alledon
from their home laboratory. The user can also condata processing and phasing calculations during
the actual data collection experimeng.(“on the fly”). This service not only minimizes tleest of data
collection, but also simplifies the operation ok theamline, thereby reducing human traffic and
security issues.
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